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Abstract
The authors posit that in an initial exposure to a broadcast video, hearing different voices narrate (in succession) a persuasive

message encourages consumers’ attention and processing of the message, thereby facilitating persuasion; this is referred to as

the voice numerosity effect. Across four studies (plus validation and replication studies)—including two large-scale, real-world

data sets (with more than 11,000 crowdfunding videos and over 3.6 million customer transactions, and more than 1,600

video ads) and two controlled experiments (with over 1,800 participants)—the results provide support for the hypothesized

effect. The effect (1) has consequential, economic implications in a real-world marketplace, (2) is more pronounced when the

message is easier to comprehend, (3) is more pronounced when consumers have the capacity to process the ad message,

and (4) is mediated by the favorability of consumers’ cognitive responses. The authors demonstrate the use of machine learning,

text mining, and natural language processing to process and analyze unstructured (multimedia) data. Theoretical and marketing

implications are discussed.
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Video marketing often visually depicts a product, with one or
multiple narrators discussing product features and benefits.
For example, in Apple’s video introducing its new AirPods
Max, the voice-over has two narrators sequentially describing
its features. Another video introducing the new MacBook Pro
has voice-over by just one narrator. Upon consumers’ initial
exposure to such videos, does the number of voices narrating
a message affect consumers’ attention and processing of the
message and subsequent behavior? If so, is the effect disruptive
or facilitative? We examine these questions in the context of
marketing communication videos (i.e., product videos and
advertising), which have become increasingly prevalent and
important in consumer decision making (Cramer-Flood 2021;
Think with Google 2019).

Extant research from various disciplines suggests that
sound—in particular the human voice—plays an important
role in influencing consumer behavior (Horowitz 2012).
Cognitive psychologists and neuroscientists argue that, com-
pared with other sensory modalities, our brains have evolved
to be exquisitely sensitive to the human voice (Belin,
Fecteau, and Bédard 2004; Rutten et al. 2019). Babies can rec-
ognize it even though they do not yet understand language
(Schweinberger et al. 2014). Hearing human voices activates

distinct regions in the brain (Rutten et al. 2019; Von Kriegstein
et al. 2010), quickly draws attention (Charest et al. 2009), and
evokes immediate and greater processing (Aeschlimann et al.
2008).

Despite the importance of voice in cognition, existing
research—spanning marketing, psychology, and information
systems—has placed relatively little emphasis on understanding
the influence of a narrator’s voice in effective communications
(Dahl 2010; Meyers-Levy, Bublitz, and Peracchio 2010). The
limited work tends to study how specific audial features of a
voice (e.g., volume) affect listeners’ personal perceptions of
the narrator, and thereby their attitudes and evaluations (e.g.,
Apple, Streeter, and Krauss 1979; Chattopadhyay et al. 2003;
Wang et al. 2021). For example, a lower-pitched voice boosts
persuasion through perception of increased competence
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(Chattopadhyay et al. 2003; Wang et al. 2021). The findings
highlight yet another challenge in the design of voice in market-
ing communications: while features of a narrator voice can
increase persuasion by drawing consumers’ attention to narrator
cues, focusing on the narrator reduces attention to the spoken
product message (Chaiken and Eagly 1983; Grewal, Gupta,
and Hamilton 2021).

Moreover, prior research mostly focuses on the consequence
of voice processing when only audial (vocal) information is
provided (e.g., Craik and Kirsner 1974; Moore, Hausknecht,
and Thamodaran 1986). Thus, even less is known about the per-
suasive effect of narrator voices when both visual and audial
information are presented simultaneously, such as in product
videos and video advertising. This is important to understand
as consumers increasingly embrace video content in making
consumption decisions (Cramer-Flood 2021; Think with
Google 2019). For example, more than 90% of consumers
rely on online product videos to discover new brands or prod-
ucts, and more than 50% use videos to decide which specific
brand or product to buy (Think with Google 2019). Such
videos typically employ narrator voices to convey focal mes-
sages. In particular, a widely used production technique in
video marketing is voice-over narration, whereby information
about a brand or product is spoken by one or more off-screen
narrators. It is found in 89% of TV ads (Millward Brown
2012) and 80% of product videos posted by brands on social
media platforms (Facebook IQ 2019).

In this research, we hypothesize that in an initial exposure to
a video ad, consumers who hear a persuasive message narrated
by different voices (in succession) are likely to be more per-
suaded than consumers who hear the exact same message nar-
rated by one voice.1 We attribute this effect to consumers’
natural predisposition to attend to the human voice (Belin,
Fecteau, and Bédard 2004; Charest et al. 2009) and to the
fact that a change in voice can involuntarily capture attention,
even when other visual or auditory tasks are competing for
attention (Cherry 1953; Morton, Crowder, and Prussin 1971).
Therefore, in a video with multiple narrating voices where a
new narrator’s voice carries on the persuasive message, the
change in voices should help facilitate processing of the
spoken message, boosting persuasion. We term this phenome-
non the voice numerosity effect.

Consistent with this proposition, we report four studies (plus
validation and replication studies), including two large field
studies leveraging data from a leading crowdfunding platform
(Study 1, with more than 11,000 product videos and over 3.6
million customer transactions) and online video advertisements
(Study 2, with more than 1,600 ads) and two experiments
(Studies 3 and 4, with over 1,800 participants). The results
show that the voice numerosity effect is robust. It is observed
across different contexts (product categories, advertising
topics), types of video marketing (product videos,

advertisements), and narrator voices (humans, machine-
synthesized). It can improve a wide range of behavioral out-
comes relevant to marketing practice, including consequential
crowdfunding project outcomes, perceived advertising efficacy,
consumers’ willingness to pay (WTP) for a target product, and
purchase likelihood. Moreover, the findings circumscribe the
conditions under which voice numerosity is more likely to facil-
itate persuasion. By examining different moderators of voice
numerosity and process mediation, we provide converging evi-
dence that the effect is due to increased consumer attention and
processing.

We contribute to the marketing literature on the effective
design of voice in video marketing, in terms of both theory
and practice. We add to the literature by showing that the
number of narrating voices in videos—even in the presence
of other visual and audio information—can affect consum-
ers’ information processing and behavior. We also demon-
strate the use of machine learning and natural language
processing (NLP) to overcome methodological challenges
previously identified as reasons for the paucity of research
on the impact of voice on consumer behavior (see Grewal
2018; Krishna and Schwarz 2014) despite the extensive use
of voices in marketing. To gain insights into current practice,
we interviewed five senior executives (two from global ad
agencies and three from global fast-moving consumer
goods businesses), who revealed that video narration with a
single voice or with multiple voices is common in practice
but employed in a nonstrategic manner; the executives
were not aware of our hypothesized effect prior to the inter-
views. Therefore, our findings offer guidance to practitioners
on the design of video narration.

Theoretical Background

Prevalence of Videos in Marketing Communication
Marketers use a variety of media (e.g., written text, audio,
image, video) to communicate to consumers, whether to per-
suade individuals to buy a new product, watch a newly released
movie, vote for a presidential candidate or the next “idol,” or
support a social cause. Marketing media consist primarily of
two types of information: visual and audio. Some communica-
tions contain only one type of information, such as print ads
(visual) and radio ads (audio); others include both types, such
as television ads (audiovisual). In recent years, the proliferation
of digital technology has dramatically increased the prevalence
and variety of video marketing beyond television. For example,
brands like Apple, BMW, and Lego post videos about their
products on their respective YouTube channels and social
media accounts. Meanwhile, consumers are increasingly
embracing video consumption; the number of digital video
viewers worldwide reached 3 billion in 2020 and was projected
to reach nearly 3.5 billion by 2023 (Statista 2023). Various
digital forms of product videos and broadcast ads are gaining
prominence in consumer decision making (Think with Google
2019).

1 In this research, we consider any voice (off-screen or on-screen narrator) that
appears in a video’s audio track.
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Despite the growing popularity of audiovisual content, exist-
ing research—spanning marketing, psychology, communica-
tions, and information systems—has placed less emphasis on
the design of narrator voice (audio) in communications (Dahl
2010; Meyers-Levy, Bublitz, and Peracchio 2010). This over-
sight is perhaps due to the methodological challenges entailed
in (1) designing appropriate stimuli (see Krishna and Schwarz
2014) and (2) extracting and analyzing audiovisual data (see
Grewal 2018). We leverage advances in machine learning tech-
niques to overcome these challenges (described in our studies).
We next turn to a review of prior research on the acoustic ele-
ments of marketing media.

Acoustic Elements in (Asynchronous) Broadcast Videos
Acoustic elements in asynchronous broadcast videos, such as
product videos and TV ads, typically consist of (1) background
music (Edell and Burke 1987; Zhu and Meyers-Levy 2005) and
(2) the narrator’s voice (Chattopadhyay et al. 2003; Forehand
and Perkins 2005). Research shows that these elements can sig-
nificantly influence product perception (Zhu and Meyers-Levy
2005), purchase intention (Alpert and Alpert 1990), brand eval-
uation (Anand and Sternthal 1990), brand beliefs (Edell and
Burke 1987), and ad attitude (Chattopadhyay et al. 2003).

Background music is the more commonly investigated
acoustic element of broadcast videos (Alpert and Alpert 1990;
Anand and Sternthal 1990; Edell and Burke 1987; Zhu and
Meyers-Levy 2005). Central to our research is the second
type of acoustic element: the narrator’s voice. The importance
of voice in conveying ad messages has been widely acknowl-
edged in practitioners’ guides to video marketing. Facebook
IQ (2019) recommends to businesses that video ads be
enhanced with voice-over to increase ad effectiveness.
YouTube Advertising (2019) suggests that the focal product
be introduced with “a clear speaking voice” in making a
video ad. A 2018 industry report indicates that in creating ad
campaigns and videos, marketing and advertising professionals
believe that voices signaling authority and relatability best res-
onate with consumers (Voices 2018). Yet, practical consider-
ations for choosing a voice for the ads are driven mostly by
practitioners’ intuition (see also Chattopadhyay et al. 2003).

There is limited research to provide theory-driven guidance
on the “voice” element in effective communications (Dahl
2010; Meyers-Levy, Bublitz, and Peracchio 2010). As Dahl
(2010) points out, “Despite the apparently important role of
voice in determining the effectiveness of a broadcast advertise-
ment, little research has been done in this area” (p. 170). Extant
research focuses on how the specific qualities of a voice may
impact consumer behavior. For example, Forehand and
Perkins (2005) find that when consumers recognized (did not
recognize) the celebrity voice-over, their explicit brand attitudes
were negatively (positively) related to their attitude toward the
celebrity. Chattopadhyay et al. (2003) find that a voice with
lower pitch, and a voice with faster syllable speed, led to
more favorable brand attitude in radio ads, whereas interphrase
pausation had little effect. Wang et al. (2021) find that a

persuader’s voice (signaling focus, low stress, and stable emo-
tions) can exert influence through person perception of compe-
tence (see also Brown, Strong, and Rencher 1974). These
results indicate that features of a voice in broadcast ads can sys-
tematically affect consumer information processing and atti-
tude. In this article, we build on prior research to investigate
whether and how voice features beyond those specific to a nar-
rator’s voice can impact consumer behavior, in the presence of
other audiovisual content (i.e., videos).

The Voice Numerosity Effect
We propose that in an initial exposure to a marketing commu-
nication video, hearing different voices (vs. the same voice)
narrate a persuasive message can affect consumers’ attention
and processing of the message, and thereby its persuasive
appeal. Research in cognitive psychology and neuroscience
suggests that, across sensory modalities, humans are sensitive
to sound (Horowitz 2012) and to the human voice in particular
(Rutten et al. 2019), among the myriad sensory signals in our
environment. An emerging body of neuroscience studies on
multisensory (audiovisual) content shows (1) the dominance
of auditory processing (Robinson, Moore, and Crook 2018;
Robinson and Sloutsky 2019) and (2) the superior processing
speed of hearing, compared with processing through other
senses such as vision (Horowitz 2012).

The human voice is the most important sound in our environ-
ment (Belin, Fecteau, and Bédard 2004; Grossmann et al.
2010); it not only conveys speech (Rutten et al. 2019) but
carries socially relevant information for communication
(Belin, Fecteau, and Bédard 2004). Hearing human voices acti-
vates distinct regions in the brain (Rutten et al. 2019), quickly
draws attention due to stimulus significance (Charest et al.
2009), and evokes immediate and more processing
(Aeschlimann et al. 2008). Even the brains of infants show
heightened sensitivity to the human voice (Grossmann et al.
2010). These converging findings have led neuroscientists to
suggest a long evolutionary history underlying voice-
preferential processing (Charest et al. 2009; Petkov et al. 2008).

Consumers cannot attend to all incoming sensory stimuli
(Nosofsky 1984), and thus they consider a subset of features
that capture their attention (Hoffman and Singh 1997). For
example, visual salience of a part (in figure or ground) can
capture attention and influence what people see in a figure–
ground image (Hoffman and Singh 1997). Visual selective
attention can also drive subsequent choices (Janiszewski,
Kuo, and Tavassoli 2013). A key aspect of a stimulus that cap-
tures consumer attention is stimulus change. For example,
Furedy and Scull (1971) found that participants who are
exposed to an unpredictable sequence of events (shock and
cool-air puff) displayed a greater orienting response with a
change in event than with repetition of the same event (see
also Gati and Ben-Shakhar 1990; Kahneman 1973; Sokolov
1963). This is because preattentive mechanisms detect the
change and issue a “call” for reallocation of central processing
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resources (Öhman 1979). Thus, we posit that a voice change in
narration should capture consumer attention.

Consistent with our theorizing, prior studies demonstrate
that a change in voice can involuntarily capture attention,
even when there are other visual or audial tasks competing
for attention (Cherry 1953; Morton, Crowder, and Prussin
1971; Treisman and Riley 1969). For example, in a seminal
study by Cherry (1953), participants who listened to two differ-
ent messages concurrently were able to shadow the focal
message (i.e., repeat the heard message aloud) and ignore the
nonfocal message. When there was a change from one
person’s voice to another in relaying the nonfocal message, par-
ticipants easily and consistently noticed the change in voice,
demonstrating (at least) a temporary shift in attention due to
the change in voice. Research in neuroscience on the impact
of stimulus change in auditory information on attention, using
event-related potential measures, has shown that sounds that
are novel or unexpected can involuntarily capture attention,
and do so by activating different neural mechanisms in the
brain (Escera et al. 1998). Other neuroscience studies have
shown that certain brain regions (e.g., in the anterior temporal
lobe) respond more vigorously to speech from different speak-
ers than to speech from the same speaker (Belin and Zatorre
2003; Von Kriegstein et al. 2010).

Taking these findings together, we hypothesize that in an
initial exposure to a broadcast video, hearing different voices
narrate (in succession) a persuasive message can foster persua-
sion, compared with hearing the same voice narrate the exact
same message. In a video wherein the spoken narration has mul-
tiple voices and a new narrator’s voice carries on the persuasive
message, the change in narrator voice should promote consum-
ers’ (continued) attention and processing of the next piece of
spoken message, which might not have been processed other-
wise. The enhanced attention and processing of the persuasive
message would facilitate its persuasive appeal. We term this
phenomenon the voice numerosity effect. From a message-
processing point of view, once the recipient’s attention is
obtained, the recipient needs to allocate processing resources
for the attentional advantage to translate into greater persuasive
impact. Drawing on well-established frameworks, we posit that
the effect is more likely when consumers have greater opportu-
nity and ability to process the message (MacInnis and Jaworski
1989; Petty and Cacioppo 1986).

Overview of Studies
We test our predictions in four studies—with two large real-
world data sets and two controlled experiments (plus valida-
tion and replication studies)—spanning diverse decision
domains, product categories, voice-based marketing commu-
nication tools, and a wide range of outcomes. The studies
also examine our conceptualization by testing the boundaries
of the hypothesized effect under two theoretically derived
moderators: opportunity (Studies 1 and 2) and ability
(Study 3) to process information (see MacInnis and
Jaworski 1989). We find that the effect is mediated by the

favorability of cognitive responses toward the product
(Study 4).

Study 1 examines the hypothesized effect using a comprehen-
sive data set we collected onKickstarter, a leading crowdfunding
platform where product videos are commonly used to communi-
cate new products to potential consumers (Mollick 2014). We
apply machine learning, NLP, and text mining to process the
unstructured multimedia data for our investigation of voice
numerosity on consequential outcomes in crowdfunding. Study
2 extends our test of the effect to video ads, which is an important
marketing communication tool; spending on video ads in the
United States is expected to reach U.S. $145 billion by 2023
(Perrin 2021). We augment a data set of video ads obtained
from Hussain et al. (2017) to test the effect on perceived efficacy
of ads. Previous studies have shown that faster speech rates
disrupt listeners’ cognitive processing (Goldinger, Pisoni, and
Logan 1991; Moore, Hausknecht, and Thamodaran 1986;
Smith and Shaffer 1995). Thus, in Studies 1 and 2, we assess
whether the effect is moderated by speech rate (i.e., processing
opportunity); to mitigate endogeneity concerns associated with
real-world data sets, we report an extensive set of 24 robustness
checks and utilize propensity scores to create balanced samples
(Rosenbaum 2020). Studies 3 and 4 are controlled experiments
to further improve causal inference. Study 3 tests the voice
numerosity effect under varied distractions (which affect pro-
cessing ability). Study 4 measures consumers’ cognitive
responses to examine the underlying process.

Study 1: Voice Numerosity in Crowdfunding
We situated our first empirical investigation of the voice
numerosity effect in online crowdfunding, which is an impor-
tant avenue to drive the adoption of new products (Dhanani
and Mukherjee 2017). We collected data from Kickstarter,
a leading crowdfunding platform, on which entrepreneurs
and companies launch “projects” that are described on web
pages to presell new products. Potential customers (or
“backers”) browse the project web page to determine if they
will prepurchase the product and support the project. The plat-
form provides a suitable empirical context to test our hypo-
thesized effect. First, a project video is among the first
things potential customers see on a project web page, and it
is vital for customer conversion (Pollari 2015). Second, prior
studies note that a majority of the projects on Kickstarter
(about 80% to 86%) include product videos (Gafni, Marom,
and Sade 2020; Mollick 2014). Third, the platform is a self-
contained marketplace, with not only a comprehensive
description of marketing communication messages directed
at consumers but also a detailed account of consequential con-
sumer behavior.

The purpose of this study was twofold. First, we aimed to
examine the voice numerosity effect in a marketplace with real-
world consumer behavior and consequential dependent vari-
ables. Second, we aimed to test our conceptualization that the
hypothesized effect relates to consumers’ cognitive processing.
Building on prior studies showing that a faster speech rate
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disrupts listeners’ cognitive processing (Goldinger, Pisoni, and
Logan 1991; Moore, Hausknecht, and Thamodaran 1986), we
assessed whether the voice numerosity effect is moderated by
speech rate. We predicted that having more voices narrate a
product message enhances its persuasiveness and thereby
improves project outcomes when the message is spoken at a
slower rate (when speech is easier to process) but not when
the message is spoken at a faster rate (when speech is more dif-
ficult to process).

Research Setting and Data
We obtained a preliminary data set from WebRobots (https://
webrobots.io/kickstarter-datasets/) that includes the project
URL and some basic information on each project (e.g., project
name, country) for all projects on Kickstarter from July 1, 2017,
to December 31, 2019, in 31 categories corresponding to the
three largest supracategories on Kickstarter: Design, Games, and
Technology (see Table W1 in Web Appendix A). These supraca-
tegories account for almost 70% of the funding raised on
Kickstarter (Statista 2021). The WebRobots data set does not
include project web pages and product videos, which we needed
to construct focal variables based on our conceptual framework.
We collected these directly from Kickstarter. Our sample has
11,801 U.S.-based projects that included a project video, with
a total of over 3.6 million customer transactions and more
than U.S. $382 million in pledged funding. Table W2 in Web
Appendix A presents the summary statistics.

Parsing Procedure, Operationalization, and Measures
The raw data of the crowdfunding projects (videos and web
pages) are unstructured. Using human coders to derive relevant
focal and control variables for 11,801 videos and project web
pages would be difficult and cost-prohibitive. To overcome this
challenge, we used cutting-edge methods from machine learning
and computer science to algorithmically code the variables.

To prepare the raw video data for processing, for each video
we decoupled the audial track and visual frames. In Step 1, we
processed the audial tracks to (1) identify the number of voices
narrating the message and (2) obtain a text transcription of the
spoken words. In Step 2, we constructed psychologically rele-
vant measures of the linguistic tone of the speech transcription.
In the subsequent steps (3 to 6), we measured audial, visual, and
project controls following extant literature in marketing, psy-
chology, crowdfunding, and information systems. In Step 3,
we measured variables to account for differences in audial char-
acteristics, as suggested by prior literature (e.g., Li, Shi, and
Wang 2019; Packwood 1974). In Step 4, we focused on the
video track and used a face-detection model to measure the
prevalence of human faces in the visual frames to detect possi-
bility of on-screen communicators. In Step 5, we developed
measures that relate to the frame-by-frame, pixel-by-pixel var-
iation to account for visual characteristics, following recent
studies (e.g., Liu et al. 2018). In Step 6, we analyzed the text
descriptions of the project pages to derive project controls
from the project web pages (e.g., Li, Shi, and Wang 2019).
Figure 1 is a graphical overview of our parsing procedure and

Figure 1. Overview of Variable Construction for Crowdfunding Data.
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variable construction. We next detail these steps and the
variables.

Step 1: Speech recognition for number of voices. We applied an
automatic speech-recognition model (ASR; Makino et al.
2019) to the audial data. It operates directly on the waveform
of the audio track to detect “who said what” through speaker
diarization. ASRs (1) detect which part of the acoustic wave-
form relates to speech; (2) detect when speakers in the conver-
sation change through shifts in the acoustic characteristics of
speech (e.g., timbre); and, (3) through the acoustic signature,
identify what was said by each speaker in the entire
conversation.

Modern deep-learning-based ASRs, such as the
state-of-the-art ASR from Google that we utilized, employ
recurrent neural networks (RNNs)—a class of machine learning
models—to accomplish these tasks (Graves, Mohamed, and
Hinton 2013). RNNs use large latent state spaces to capture
long-term dependencies in sequential data. Speech is sequential
in nature, as the current spoken word depends on both what was
spoken before it and what will be spoken after it. RNNs infer the
word that was spoken from both the sequence of spoken sylla-
bles and the sequence of spoken words. Thus, RNN-based
ASRs are able to achieve greater computational efficiency
and accuracy than conventional ASRs (Chelba et al. 2013).
RNN-based ASRs were developed and refined through repeated
verifications with human judgments for enhanced accuracy
(Flaks et al. 2018). To ensure that the machine-coded number
of voices in the audio track aligns with human speech percep-
tion, we conducted a validation study (which we discuss subse-
quently). The results validate the machine-coded measure of
number of voices.

The ASR enables us to derive our focal independent variable
—the number of voices in each audio track—across 11,801
videos in our sample. The raw data, however, include voices
that spoke few words (e.g., “wow”), which a typical human
audience would likely not consider a “speaker” but background
sound. As prior findings on the average sentence length in
spoken English range from 12.9 words (Vajjala and Meurers
2014) to 16.6 words (Poole and Field 1976) to 17.9 words
(O’Donnell 1974), we include voices that spoke at least 13
words in our machine-coded measure.2

Step 2: Computational linguistics for linguistic controls. We
employed the ASR (Step 1) to derive a text-based transcription
of spoken content for each product video. A recent and growing
literature in marketing investigates the linguistic characteristics
of verbal text in relation to consumer behavior (e.g.,
Cavanaugh, Bettman, and Luce 2015; Melumad, Inman, and

Pham 2019). Following prior studies, we measured the linguis-
tic tones in the spoken content to the extent that they have been
previously linked to persuasion.

To prepare the raw speech transcriptions for data analysis, in
line with common practice, we preprocessed the transcriptions
as follows. We converted text to ASCII to remove special char-
acters, converted text to lowercase, replaced contractions (e.g.,
“don’t” becomes “do not”), and removed all punctuation marks.
Finally, to ensure that we included only English words and
names, we retained words that appear in either of two
state-of-the-art lists: Grady Ward’s list of English words and
Mark Kantowitz’s list of English names.3

We applied Linguistic Inquiry and Word Count (LIWC;
Pennebaker et al. 2015) to the preprocessed data. LIWC is
a seminal text-analysis method based on statistical models
that link the use of words and phrases in verbal communi-
cation to higher-order psychological constructs such as
agreeableness in the message sender and recipient; it has
been used extensively in social psychology and consumer
behavior research to measure psychological constructs
from textual data, such as online blogs, customer reviews,
and text messages (e.g., Cavanaugh, Bettman, and Luce
2015).

To account for the linguistic characteristics of the spoken
message, we utilize four summary language variables from
LIWC2015: (1) analytical thinking (which captures logical
thinking patterns in verbal content), (2) authenticity (which
measures the extent to which verbal content displays honest,
authentic discourse), (3) clout (which identifies speech related
to high expertise and confidence), and (4) emotional tone
(which gauges affective tones in language use) (Pennebaker
et al. 2015). Communications exhibiting these linguistic charac-
teristics have been previously linked to persuasion. For
example, positive mood and emotional ads can increase pur-
chase intentions (e.g., Alpert and Alpert 1990), and authenticity
can increase customers’ WTP (e.g., Lehman, O’Connor, and
Carroll 2019). We also included the number of words as is
common in computational linguistics (e.g., Melumad, Inman,
and Pham 2019), as more information has been linked to per-
suasion (Calder, Insko, and Yandell 1974).

Step 3: Waveform analysis for audial controls. From the wave-
forms of the audio tracks, we measured audial characteristics
that researchers have linked to persuasion (Packwood 1974)
or used as audial controls (Li, Shi, and Wang 2019). Prior
studies have shown that louder recording (Oksenberg,
Coleman, and Cannell 1986; Packwood 1974) and longer
speech (Moore, Hausknecht, and Thamodaran 1986) boost per-
suasion. Central to our theorizing, prior work has shown that
faster speech rate disrupts listeners’ cognitive processing
(Goldinger, Pisoni, and Logan 1991; Moore, Hausknecht, and

2 We repeated the analyses with (1) the other two estimates of average sentence
length in spoken English from prior studies, (2) different word counts for cutoff
(e.g., one word, two words), and (3) no cutoff (i.e., a voice saying only “wow”
as a unique speaker). Our results are robust across these thresholds in defining a
voice for human speech processing.

3 Grady Ward’s list of English words can be found at http://www.gutenberg.org/
files/3202/files, and Mark Kantowitz’s list of English names is at http://www.cs.
cmu.edu/afs/cs/project/ai-repository/ai/areas/nlp/corpora/names/.
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Thamodaran 1986; Smith and Shaffer 1995). We thus measured
the average volume (in decibels) and the duration (in seconds)
of each audio track, from which we derived the rate of speech
(in words per second) (Mairesse et al. 2007). We also computed
audial controls following Li, Shi, and Wang (2019), including
audial entropy (change in the energy of the audio), energy
(short-term dynamism of the waveform), spectral centroid
(brightness of the sound), spectral entropy (change in the
brightness of the sound), and zero crossings (the noisiness of
an audio signal).

Step 4: Face detection for visual controls. To account for the pos-
sible visual presence of communicators, we applied a convolu-
tional neural network (CNN) face-detection model by Google
to visual frames. Each project video has 24 frames per second.
As each frame is an image, processing the entire video is pro-
hibitively costly (if coded by humans) and computationally
intractable4 (if coded by algorithms, due to the large size of
the images). Fortunately, analyzing every frame is unneces-
sary, as neighboring frames convey similar information
(Smith and Kanade 1998). Recent research in marketing
tends to sample, code, and analyze (1) only the first frame of
each video (Ordenes et al. 2019) or (2) three frames, from
the beginning, middle, and end (Li, Shi, and Wang 2019).
To enhance precision of visual controls given the computa-
tional constraints, we sampled ten frames from each video,
one at the median of each decile of the visual frames. We
applied the face-detection model (a state-of-the-art CNN
model trained over billions of training samples) to identify
the presence of human faces in the sampled frames. The
model has been repeatedly validated. For example, Li and
Xie (2020) found that it achieves an accuracy rate of 95%
and a precision of 92.7% in human face detection, relative to
human coders.

Step 5: Image analyses for visual controls. We analyzed the
frame-by-frame, pixel-by-pixel characteristics of all visual
frames to account for visual features that may affect consumer
attention. Specifically, number of scenes is a discrete measure
to characterize the amount of visual information, based on a
conceptualization of scenes as building blocks of videos (see
Liu et al. 2018). Visual variation is a measure by Li, Shi, and
Wang (2019) for the variation in visual imagery across
frames, operationalized as a continuous metric of the change
of pixels.

Step 6: Text mining for focal variables and project controls. We
applied text mining and NLP to construct variables characteriz-
ing project outcomes and project controls from the 11,801
project web pages downloaded from Kickstarter. Prior crowd-
funding studies have identified three key project outcomes:
(1) total funding pledged (e.g., Burtch, Ghose, and Wattal

2016; Fan, Gao, and Steinhart 2020), (2) number of backers
supporting the project (e.g., Fan, Gao, and Steinhart 2020;
Younkin and Kuppuswamy 2018), and (3) project success
(e.g., Fan, Gao, and Steinhart 2020; Li, Shi, and Wang 2019).
We examined all three consequential dependent variables.
From the project web pages, we extracted the first two measures
and the project’s funding goal to construct project success. A
project is considered successful if the total amount of funding
pledged meets or exceeds the project’s stated funding goal
(Mollick 2014).

In addition to the funding goal, we measured a set of
project controls, as is typical in prior crowdfunding studies.
To account for characteristics of the purchase options in a
crowdfunding project, we constructed the menu length
(the number of options) and the mean price of the options
(Hu, Li, and Shi 2015). We included project duration
(the length of time the project was active; Li, Shi, and
Wang 2019). Finally, we measured the project’s creator expe-
rience, which may impact the creator’s ability to deliver an
attractive product to consumers (Mukherjee, Chang, and
Chattopadhyay 2019). The raw WebRobots data include
information on all projects launched on Kickstarter since its
inception, which we used to compute the number of prior pro-
jects by each creator. Table W3 in Web Appendix A lists all
variable names, abbreviations (used in equations, described
subsequently), and definitions.

Empirical Analyses and Results
We examined three consequential dependent variables that
provide a comprehensive account of outcomes in online
crowdfunding: (1) pledged funding, (2) number of backers,
and (3) project success. We first present model-free evidence
on the hypothesized effect of voice numerosity in Figure W1
(Web Appendix A) that depicts the means of these depen-
dent variables across three levels of narrating voices: (1)
one voice (45.38% of videos), (2) two voices (44.73% of
videos), and (3) three or more voices (9.89% of videos).
In line with our prediction, results show a monotonically
increasing effect of the number of voices on all three depen-
dent variables.

To formally test our predictions, our empirical specification
relates each dependent variable to the number of narrator
voices, the rate of delivery of the spokenmessage, and their inter-
action, which are the focal constructs based on our conceptual
framework. We also included four sets of control variables
(henceforth controls) in our empirical models: audial controls
for differences in audial waveform, linguistic controls for differ-
ences in message tone, project controls for project-level differ-
ences (e.g., experience of the creator), and visual controls for
visual elements.

Model specification and hypothesis testing. We estimate a Type I
Tobit model for pledged amount (as the dependent variable is
left-censored at 0):

4 For example, project videos in our Kickstarter data set would generate more
than 45 million images.
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pledged∗p=α0 + α1 × num voicesp + α2 × ratep + α3
× num voicesp × ratep + β1 × audial entropyp

+ β2 × durationp + β3 × energyp

+ β4 × spectral centroidp + β5 × spectral entropyp

+ β6 × volumep + β7 × zerop + η1 × analyticp
+ η2 × authenticp + η3 × cloutp + η4 × tonep

+ η5 × num wordsp + δ1 × creator experiencep
+ δ2 × funding goalp + δ3 ×menu lengthp
+ δ4 × pricep + δ5 × proj durationp + θ1 × facesp
+ θ2 × scenesp + θ3 × visual variationp

+
∑12

i=2

γmimonthpi +
∑2019

j=2018

γyjyearpj

+
∑31

k=2

γckcategorypk + εp, (1)

where pledgedp* is observed if pledgedp* ≥ 0 and 0 otherwise; α1
measures the impact of number of voices on the pledged amount
in project p; controls for audial, linguistic, project, and visual ele-
ments relate to βs, ηs, δs, and θs, respectively; the fixed effects
{ {γmi}

12
i=2, {γyj}

2019
j=2018, {γck}

31
k=2} account for seasonal, annual,

and category-specific differences across videos; and ɛp is the error
term. We estimated analogous models to that of Equation 1 for
other dependent measures: a Tobit model for number of backers
(as it is left-censored at zero) and a Probit regression model for
project success (as it is a binary outcome), where we observe
successp if pledgedp ≥ goalp.

Table 1 presents our results. Across all three dependent var-
iables, we find that having more voices narrate the project
message improves project outcomes (all α1s > 0, all ps < .01).
The effect is both statistically significant and economically
important: having an additional narrator voice, ceteris paribus,
is associated with $12,795 in additional funds raised, the
support of 118 additional backers, and a 1.6% increase in the
probability of project success.

Moreover, the effect is moderated by the rate at which the
spoken content was delivered (all α3s < 0, all ps < .05):
having more voices narrate the project message at faster rates
relates to lowered project outcomes, consistent with the inter-
pretation that cognitive processing underlies the effect of
voice numerosity. To further investigate the nature of this inter-
action, we examine the marginal effect of number of narrating
voices on the pledged amount, number of backers, and
project success. Figure W2 (in Web Appendix A) illustrates
how the effect (as estimated using the models in Table 1) of
having an additional voice is qualified by speech rate (i.e.,
message comprehension) in the video. Across all three project
outcomes, results show that the benefit of an additional voice
is higher for easier-to-comprehend videos (slower rates; e.g.,
one word said per second) than for more complex videos
(faster rates; e.g., three words said per second).

Control variables. Results in Table 1 show that videos with
higher volume raised more funding (β6s > 0, ps < .001; see
Oksenberg, Coleman, and Cannell 1986; Packwood 1974).
Videos with a more dynamic audial track (β1s > 0, ps < .01),
more verbal information (η5s > 0, ps < .05), and more visual
information (θ2s > 0, ps < .001) also improved project out-
comes. Projects in which creators had more experience
(δ1s > 0, ps < .001), those with higher funding goals (δ2s > 0,
ps < .001), and those that offered more purchase options
(δ3s > 0, ps < .001) all were related to better project outcomes.

Sensitivity analyses. To test the stability of our findings, we con-
ducted 18 sensitivity analyses across the dependent measures;
in every case, our conclusions remain robust. The first set of anal-
yses concerns funding goal for each dependent measure. We
dropped the following sets of projects sequentially and reestimated
the models: (1) projects with a fundraising goal of less than
$1,000, (2) projects with a fundraising goal three (or more) stan-
dard deviations from the mean, and (3) projects with a fundraising
goal greater than $1,000,000 (see TablesW4,W5, andW6 inWeb
Appendix A). Next, to test the stability of results with respect to
our independent variable, number of narrating voices, we
dropped projects with a number of voices three (or more) standard
deviations from the mean and reestimated the models (see
Table W7 in Web Appendix A).

To see if nature of the speechdifferswhen there aremorevoices,
we examined in each waveform with two or more voices (1) the
proportion of content spoken by all nondominant voice(s) (M=
33%, median= 34%) and (2) the average number of exchanges5

between different voices (M= 2.7, median= 2). We included
these as speech controls and reestimated the models; results are
shown in TableW8 inWebAppendix A. Finally, we used propen-
sity score matching to create a matched sample with a “treatment”
group (multiplevoices) anda “control”group (a singlevoice)based
on observed characteristics (Rosenbaum2020) and reestimated the
models. TableW9 inWebAppendixA describes the findings. Our
conclusions remain robust in all 18 sensitivity analyses across all
three dependent measures.

Validation study. We randomly selected 300 videos (4.6% of
the sample) from our Kickstarter data for the validation anal-
ysis. A total of 905 U.S. participants on CloudResearch
(43.3% women, 56.4% men, .3% prefer not to say; Mage=
38.8 years) coded the focal variable (number of voices) on
this random subset of our data. Each participant was given
two randomly selected videos (from this subset of 300)
and was asked to code the number of narrator voices they
heard in each product video.

Participants’ coding exhibited high agreement on the
number of narrator voices in the Kickstarter videos, with
intraclass correlation coefficient of .91 (95% confidence inter-
val [CI]= [.90, .93]; Shrout and Fleiss 1979). The human-

5 For example, a waveform exhibiting the speech pattern “Voice A, Voice B,
Voice A” would signify one exchange.
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Table 1. Voice Numerosity and Speech Rate in Crowdfunding (Study 1).

DV: Pledged
Amount (in USD)

DV: Number
of Backers

DV: Project
Success

(1) (2) (3)

(Intercept) −1,426,847.00* −12,566.02 −13.01
(722,293.40) (6,751.72) (14.29)

Number of voices 12,794.71*** 117.85*** .25***

(3,708.29) (34.88) (.07)

Rate 4,381.49 58.98* .13*

(2,761.26) (25.89) (.05)

Number of voices× rate −3,909.07* −36.65* −.09**
(1,577.97) (14.83) (.03)

Audial controls

Audial entropy 38,972.28*** 394.61*** .46**

(7,203.95) (67.58) (.14)

Duration −40.06 −.36 −.001
(26.45) (.25) (.001)

Energy −7.70 −.08 −.0002
(4.94) (.05) (.0001)

Spectral centroid 2,675,876.00 23,031.22 23.54

(1,445,345.00) (13,510.69) (28.60)

Spectral entropy 11,352.80 94.56 .19

(6,316.95) (59.29) (.12)

Volume 1,176.34*** 11.58*** .03***

(349.02) (3.27) (.01)

Zero crossings 3.05 .03 −.0000
(5.54) (.05) (.0001)

Linguistic controls

Analytical thinking 114.19*** .92** .001

(31.68) (.30) (.001)

Authenticity 37.50 .32 .0003

(34.56) (.32) (.001)

Clout 139.90* 1.52** −.001
(57.93) (.54) (.001)

Emotional tone −58.76* −.87*** .001**

(26.80) (.25) (.001)

Number of words 27.56** .20* .001*

(10.65) (.10) (.0002)

Project controls

Creator experience 3,590.89*** 40.64*** .10***

(206.64) (1.93) (.01)

Funding goal .30*** .002*** —a

(.02) (.0001)

Menu length 1,771.40*** 16.03*** .04***

(154.43) (1.45) (.003)

Price −.26 −.10*** −.0002***
(1.62) (.02) (.0000)

Project duration −117.18 −1.83** −.02***
(67.10) (.63) (.001)

Visual controls

Faces −394.69 −2.22 −.02**
(342.01) (3.21) (.01)

Number of scenes 724.48*** 4.41*** .01***

(43.70) (.41) (.001)

Visual variation −8,440.36 145.66 .23

(9,283.33) (86.93) (.18)

*p < .05.

**p < .01.

***p < .001 (all two-sided tests).
aThe dependent variable (DV) in Model 3, project success, is constructed on the basis of the project’s funding goal. Thus, funding goal is not included as an

explanatory variable in this model.
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coded measure and the machine-coded measure are similar;
they differ by an average of .46 voices and a median of
zero voices. The results validate the machine-coded measure
of number of voices. Moreover, we report an ancillary analy-
sis in Web Appendix B, which showed that the hypothesized
effects in the main study (with the full sample) replicated
across all three project outcomes in the validation data (the
subset of 300).

Discussion
This study investigates the hypothesized voice numerosity
effect in a real-world setting. Results show that on Kickstarter,
having more voices narrate a product message is associated
with improved project outcomes. The findings replicate across
all three consequential dependent measures that are important
in crowdfunding in the three largest supracategories on
Kickstarter (spanning 31 categories, accounting for almost
70% of all funds raised). The measured effect size is manageri-
ally significant: for each additional voice in the project video, the
average project saw (1) an increase of about $12,795 in pledged
amount (a 39% increase), (2) 118 more customers backing the
project (a 38% increase), and (3) a 1.6% greater probability
that the project is successfully funded (a 6.5% increase).
Finally, the effect is moderated by speech rate across project out-
comes: having different voices present a message at faster rates
relates to lowered project outcomes. To the extent that faster
speech rate impedes cognitive processing (Goldinger, Pisoni,
and Logan 1991; Moore, Hausknecht, and Thamodaran 1986;
Smith and Shaffer 1995), the findings are consistent with our
conceptualization that cognitive processing underlies the voice
numerosity effect. These findings are replicated in the validation
study with 300 randomly selected videos, using the human-
coded measure of the number of voices.

Study 2: Voice Numerosity in Advertising
The primary purpose of Study 2 was to extend the findings
of Study 1 in three important ways. First, we sought to gen-
eralize our findings in crowdfunding to another important real-
world context for marketing practice: advertising. Second,
whereas the crowdfunding projects in Study 1 focus on new
product innovations, the ads in this study primarily focus on
existing products. Third, this study examined the effect in rela-
tion to consumers’ perceived efficacy of ads, complementing
Study 1’s examination of behavioral outcomes and building
on the exploratory work of Hussain et al. (2017). They collected
a data set of video ads to assess advertising efficacy using com-
puter vision, with a focus on algorithmically analyzing the
visual rhetoric of images in ads. We built on their data set to
investigate voice numerosity.

Research Setting and Data
We obtained the video ad data set from Hussain et al. (2017),
which includes the YouTube URLs and human-annotated

characteristics of 2,449 ads in English6 from YouTube and
an internet service provider. Hussain et al. trained Amazon
Mechanical Turk (MTurk) participants to code each ad
along four dimensions: (1) a score of ad effectiveness from
1 to 5 (with 5 being “Most effective”), which serves as the
main dependent measure in their study as well as ours; (2)
measures of whether an ad is exciting and whether an ad is
funny; (3) measures of sentiment (how the ad emotionally
affects viewers); and (4) measures of the ad topic (e.g.,
restaurants).

Each video, on each dimension, was coded by about five
human annotators. As the Hussain et al. (2017) data set does
not include the ads directly, we utilized the ads’ YouTube
URLs (which are in the data set) to download the ads. Some
URLs no longer worked,7 leaving 1,610 ads for all subsequent
analyses. We processed the ads in a similar manner as in Study
1 to measure the same sets of audial, linguistic, and visual con-
trols. In Web Appendix C, Figures W3 and W4 depict the
parsing procedure and variable construction; Table W10 lists
the variable names, abbreviations in the equations, and defini-
tions; Tables W11 and W12 list the sentiments and ad topics
coded by MTurk participants; and Table W13 reports the
summary statistics.

The analysis method and procedure closely followed that of
Study 1, except in three aspects. First, in Study 1, we examined
the hypothesized effect on relevant behavioral outcomes in the
crowdfunding context, such as funding pledged to a project. In
this study, we examined the effect on consumers’ perceived
efficacy of ads. Second, in the crowdfunding data set, all
videos had the same resolution (full high definition), as
required by the Kickstarter platform. This is not the case in
the video ad data set, so we added a visual control—the
video resolution—to account for image detail. Third,
Hussain et al. (2017) collected, and included in their study, a
comprehensive range of sentiments and topics across ads,
which they used as controls. We replaced the crowdfunding
project controls from our empirical specification in Study 1
(e.g., menu length) with these ad controls. These rich annota-
tions help us pinpoint the voice numerosity effect. Figures W3
and W4 in Web Appendix C illustrate the parsing procedure
for Study 2.

Empirical Analyses and Results
We specify an ordinal regression with a similar specification as
in Study 1:

6 As Hussain et al. (2017) focused on visuals of the ads, the raw data set with
3,477 video URLs included ads that were not in English. In the raw data set,
among the 2,818 ads that were in English, 369 ads did not have human-
annotated characteristics along the four dimensions.
7 We wrote a computer script to download the video ads using the URLs pro-
vided, in January 2021. Subsequently, research assistants manually checked
all URLs in Hussain et al.’s (2017) data set. Among the video ads that were
no longer available, 68% indicated “Private video (not accessible)” (571);
31%, “Video unavailable” (261); and 1%, “This video has been removed” (7).
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effectivea=α0+α1×num voicesa+α2× ratea+α3
×num voicesa× ratea+δ1×excitinga+δ2
× funnya+β1×audialentropya+β2×durationa
+β3×energya+β4×spectral centroida+β5
×spectral entropya+β6×volumea+β7×zeroa
+η1×analytica+η2×authentica+η3×clouta
+η4× tonea+η5×numwordsa+θ1× facesa
+θ2×scenesa+θ3×visual variationa

+θ4× resolutiona+
∑18

i=2

δsi sentimenta

+
∑29

i=2

δtj topicaj+εa, (2)

where α1 measures the impact of number of narrator voices on
scores of ad effectiveness in ad a; controls for advertising,
audial, linguistic, and visual elements correspond to δs, βs,
ηs, and θs, respectively; and ɛa is the error term. To ensure
that our results are not sensitive to inclusion of the ad (sentiment
and topic) controls (which have many levels) in the Hussain
et al. (2017) data set, we estimate three models in which we
sequentially introduced the sentiment and topic controls.

As shown in Table 2, we find that having more voices narrate an
admessage significantly increases perceived ad efficacy (all α1s > 0,
all ps < .001), indicating a robust effect of voice numerosity across
all three models. The effect is moderated by the rate at which the
spoken ad message was delivered (all α3s < 0, all ps < .01):
having more voices narrate an ad message at faster rates relates to
lower perceived ad efficacy. Further results of the marginal effect
of narrating voice show that the benefit of an additional voice
is greater for easier-to-comprehend ads (where ad messages are
narrated at slower rates) than for more complex ads (ad messages
narrated at faster rates; see Figure W5 in Web Appendix C).

Ad effectiveness increases for ads that are exciting (δ1s > 0,
ps < .001) and ads with a more dynamic audial track (β1s > 0,
ps < .05), longer duration (β2s > 0, ps < .001), brighter sounds
(β4s > 0, ps < .001), and more visual variation (θ3s > 0, ps < .001;
see Table 2). We conducted robustness checks in which we reesti-
mated the models after we (1) dropped ads with number of voices
three (or more) standard deviations from the mean and (2) used pro-
pensity score matching to create a matched sample with a pseudo
“treatment” group (multiple voices) and a “control” group (a
single voice). Tables W14 and W15 in Web Appendix C show
that our conclusions remain robust in these sensitivity analyses.

Discussion
The findings of this study generalize the hypothesized effect of voice
numerosity to video advertising. The results are consistent with the
interpretation that voice numerosity is facilitated by the heightened
opportunity to process the spoken ad message, providing support
for the role of cognitive processing through which the voice numer-
osity effect manifests on perceived ad efficacy. In the studies that
follow, we test the hypothesized effect in controlled experiments.

Study 3: Voice Numerosity Under Varied
Distraction
Our field studies established the voice numerosity effect in
different real-world settings (crowdfunding and advertising)

Table 2. Main Results in Ad Data Set (Study 2).

DV: Ad Effectiveness

(1) (2) (3)

Number of voices .248*** .303*** .289***

(.039) (.045) (.051)

Rate −.039 .003 .056

(.051) (.053) (.056)

Number of voices× rate −.066** −.087*** −.083**
(.023) (.026) (.028)

Ad controls

Exciting .377** .533*** .640***

(.120) (.124) (.126)

Funny −.066 .103 .228*

(.087) (.114) (.116)

Audial controls

Audial entropy .091* .094* .235***

(.041) (.043) (.046)

Duration 4.670*** 3.018*** 3.985***

(.001) (.001) (.002)

Energy −.017 −.018* −.025**
(.009) (.009) (.009)

Spectral centroid 12.367*** 11.362*** 12.181***

(.009) (.009) (.010)

Spectral entropy −.006 −.006 .037

(.025) (.034) (.038)

Volume −4.452*** −2.208*** 2.781***

(.001) (.001) (.001)

Zero crossings −.007 −.004 −.008
(.005) (.005) (.005)

Linguistic controls

Analytical thinking −.001 −.001 −.0001
(.001) (.001) (.001)

Authenticity −.0002 .0001 −.0003
(.001) (.001) (.001)

Clout .001 .001 .0005

(.001) (.001) (.001)

Emotional tone .0005 .001 .001

(.001) (.001) (.001)

Number of words .013 .014 .010

(.009) (.009) (.009)

Visual controls

Faces −.008 −.008 −.009
(.010) (.011) (.011)

Number of scenes −.001 −.001 −.0002
(.002) (.003) (.003)

Visual variation .956*** .969*** .812***

(.003) (.004) (.008)

Resolution −.00001 .00003 .00002

(.00003) (.00004) (.00004)

Sentiments Yes Yes

Topics Yes

*p < .05.

**p < .01.

***p < .001 (all two-sided tests).

Chang et al. 11



across product categories (e.g., games, automobiles, everyday
products) and outcome measures (e.g., project success, per-
ceived ad efficacy). In Study 3, we experimentally controlled
for all elements of the stimulus and varied only voice numeros-
ity, enabling us to rule out alternative accounts and to demon-
strate the causal role of voice numerosity on consumer
decisions. We also aimed to provide further evidence that the
hypothesized effect is driven by enhanced attention and pro-
cessing. When consumers have limited processing capacity,
they may not be able to attend to and process a persuasive
message, even if they detect the change in voice. As prior
research shows, consumers suffer such processing deficits due
to distraction (e.g., Nowlis and Shiv 2005) or time pressure
(e.g., Siemer and Reisenzein 1998) when completing a focal
task. Thus, we expected the voice numerosity effect to be mod-
erated by processing ability.

Participants viewed a video about a new product and stated
their maximum WTP for it. Half of the participants watched a
video with one voice describing the product; the other half
watched the same video with five different voices sequentially
narrating. We varied participants’ processing resources through
a distraction task, directly manipulating their ability to pay
attention to the focal task (see Spencer, Zanna, and Fong
[2005] for a discussion of the “moderation-of-process” strategy
to assess the underlying process). We predicted that partici-
pants’ WTP for the product would be higher when the video
is voiced by more narrators under high processing capacity
(i.e., when participants are less distracted) than under low pro-
cessing capacity (i.e., when participants are more distracted).

Method
Participants and design. A total of 382 U.S. participants (52%
women, 48% men; Mage= 34.4 years) were recruited from the
CloudResearch online panel for a small monetary compensa-
tion. They were randomly assigned to one of four conditions
of a 2 (distraction: high vs. low)× 2 (number of voices: 1 vs.
5) between-subjects design.

Pretest. The purpose of the pretest was to test the effectiveness
of the number-of-voices manipulation. We recruited 100 U.S.
participants (44% women, 56% men; Mage= 35.3 years) from
the CloudResearch online panel for a small monetary compen-
sation. They were randomly assigned to one of two experimen-
tal conditions (number of voices: 1 vs. 5) in a between-subjects
design. All were asked to watch a short video clip about a wire-
less charger and to count the number of voices heard.

To vary the number of voices, we created different versions
of the video in which the content was identical across the ver-
sions, the only difference being the voice(s) narrating the
spoken content. In the one-voice condition, the same voice
conveys the entire product message in the voice-over. In the
five-voice condition, five different voices convey the product
message, each voice narrating a different portion in succession.
We used five voice-synthesis models (which convert text to
speech) to create the voices, counterbalanced using a

Latin-square design to ensure comparability. We created mod-
ified videos by combining audio tracks from the voice-synthesis
models with visual frames of the original video. We describe
details of the video stimuli and results of a separate pretest on
the perceived vocal qualities of the synthetic voices in Web
Appendix D.

Results of the pretest showed that participants were fairly
accurate in identifying the different number of spoken voices
in the video. The average estimate was 1.63 in the one-voice
condition and 4.58 in the five-voice condition (F(1, 98)=
96.04, p < .0001, η2= .49). Further comparison showed a sig-
nificant difference in the median number of spoken voices
across the experimental conditions, with a median of 1 in the
one-voice condition and a median of 5 in the five-voice condi-
tion (Kruskal–Wallis test: χ2(1)= 58.64, p < .0001, ɛ2= .59).

Procedure and measures. The main experiment was adminis-
tered as two “unrelated” studies. In the “first” study, under
the pretense of a temporary memory test, participants were
told that the study was interested in people’s ability to remem-
ber unfamiliar numbers for a short period of time. We used a
well-established operationalization to vary distraction
(adapted from Nowlis and Shiv [2005], Experiment 1). In the
high-distraction condition, participants were asked to memorize
a ten-digit number; in the low-distraction condition, they were
asked to memorize a two-digit number. They were reminded
to hold the number in their memory and not write it down.
Participants were informed that they would be asked to recall
the number after a short delay and asked to complete another
study in the meantime.

In the “second” study, participants were given a product-evalu-
ation task inwhich they imagined that theywere looking for awire-
lesscharger for their cell phoneandcameacrossanewproduct in an
online marketplace (Kickstarter). All watched a short video clip
about theproduct.Wevaried thenumber of narrator voicesdescrib-
ing the product while holding the visual and spoken content cons-
tant (same as the pretest video).

As the main dependent measure, participants indicated the
maximum they were willing to pay for the product, reporting
their WTP on a nine-point scale from $30 to $70 (presented
in $5 increments). They then were asked to describe how
they made their decision; this open-ended measure aimed to
assess whether participants knowingly used the number of
voices in their decision calculus. As a demand check, they
were asked to guess the study’s purpose.

To check for possible confounding effects of task involve-
ment and mood, the former was assessed on three items (e.g.,
“I took the task of evaluating the product very seriously”; 1=
“Strongly disagree,” and 7= “Strongly agree”; α= .79). Mood
was measured on four seven-point items (e.g., “unpleasant”/
“pleasant,” “unhappy”/“happy”; α= .91). As a manipulation
check for number of voices in the video, participants selected
a number from one to seven.

Participants then completed the second part of the temporary
memory test. As manipulation checks for distraction, they were
asked to indicate (1) the number they memorized and (2) how
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easy or difficult it was to remember (1= “Very easy,” and 7=
“Very difficult”). Finally, they reported background informa-
tion such as gender, age, and general interest in product innova-
tions on crowdfunding platforms (1= “Not at all interested,”
and 7= “Very interested”).

Results
Preliminary analyses. No participant correctly guessed the purpose
of the study, but 25 were removed for indicating they were gener-
ally “not at all interested” in product innovations on crowdfunding
platforms (scoring 1 on a seven-point scale of reported general
interest). Subsequent analyses were thus based on 357 observa-
tions. Participants noticed the different number of narrating
voices. The average estimate was 1.20 in the one-voice condition
and 2.50 in the five-voice condition (F(1, 353)= 176.99,
p < .0001, η2= .33). Participants seemed aware of the spoken
voices in thevideoeven though theywerenot asked topayattention
to this detail. The number-of-voices manipulation was successful
(seeWebAppendixD for a summaryof results on the effectiveness
of the number-of-voices manipulation across studies).

To test the effectiveness of the distractionmanipulation, an anal-
ysis of variance (ANOVA) of the reported ease or difficulty of
remembering the number revealed only amain effect of distraction
(F(1, 353)=795.99, p < .0001, η2= .69), indicating greater diffi-
culty remembering a ten-digit number (Mhigh-distraction= 5.50)
than a two-digit number (Mlow-distraction= 1.48). The accuracy of
their recall reflected a similar pattern: Only 28% of participants in
the high-distraction condition accurately recalled the number, com-
pared with 98.35% in the low-distraction condition (Fisher’s exact
test, p < .0001). No differences in mood (ps > .25) or task involve-
ment (ps > .22) were found across conditions.

Willingness to pay. An ANOVA of participants’ WTP for the
product yielded a marginally significant main effect of distrac-
tion (F(1, 353)= 2.83, p= .093, η2= .008). Participants were
willing to pay slightly more in the low-distraction condition
(M= $45.93) than in the high-distraction condition (M=
$44.03). More importantly, participants’ WTP exhibited a sig-
nificant interaction of number of voices× distraction (F(1,
353)= 4.90, p= .027, η2= .014). As shown in Figure 2, with
high distraction (less processing resources), participants’
WTP was comparable whether the product was described by
one voice (M= $44.81) or five voices (M= $43.40; F < 1).
However, with low distraction (more processing resources),
participants’ WTP for the product was significantly higher
with voice-over narration by more voices (M5= $47.98 vs.
M1= $44.18; F(1, 353)= 5.34, p= .021, η2= .015), demon-
strating the voice numerosity effect. Further, participants in
the five-voice–low-distraction condition reported higher WTP
(M= $47.98) than participants in any of the other three condi-
tions (Mpooled= $44.10; F(1, 353)= 7.78, p= .006, η2= .022).

Additional analyses indicated that across the number-of-voices
conditions, neither the voice itself (F(4, 353)= 1.80, p= .13) nor
the ordering of the different voices (F(4, 353) < 1) influenced par-
ticipants’WTP for the product. Ancillary analyses on participants’

descriptions of their decision-making process are discussed inWeb
Appendix E.

Discussion
The results show that the voice numerosity effect can foster per-
suasion, depending on consumers’ processing ability. With
more processing resources (low distraction), participants’
WTP for the target product was greater after watching a video
wherein the voice-over had five different voices than after
watching a video with a single voice. But with limited process-
ing resources (high distraction), their WTP was comparable,
irrespective of number of voices. These results were replicated
in a lab experiment with 72 university students (see Web
Appendix F). Due to the size of the participant pool that semes-
ter, we were unable to recruit more students and thus conducted
the experiment using an online panel (reported as the main
experiment).

Study 4: Voice Numerosity and Measured
Cognitive Responses
Studies 1 to 3 documented our hypothesized effect of voice
numerosity and showed that it was moderated by speech
rate and distraction. In particular, the persuasive effect of
multiple narrating voices is diminished when consumers’
attention and processing is hindered (under faster speech
rate and higher distraction). The purpose of Study 4 was to
measure consumers’ cognitive responses to directly test the
process (Cacioppo and Petty 1981). If the effect is due to
increased attention and processing of the product message
when it is narrated by more voices, then the effect should
be mediated by the favorability of participants’ cognitive
responses toward the product. The study also extended our
investigation of the effect to consumers’ purchase likelihood
and to another product category.

Figure 2. Voice Numerosity Moderated by Task Distraction (Study 3).
Notes: Error bars represent ±1 standard error.
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Method
Participants and design. The study was conducted among U.S.
participants from the Prolific panel who were prescreened on
their general interest in product innovations on crowdfunding
platforms (the same exclusion measure from Study 3). This
helps ensure that the decision scenario would be relevant to par-
ticipants. A total of 191 participants (58.1% women, 38.2%
men, 3.1% nonbinary, .5% prefer not to say; Mage=
37.2 years) who qualified (scoring more than 1 on a seven-point
scale of general interest) completed the study for a small mon-
etary compensation. They were randomly assigned to one of the
two experimental conditions (number of voices: one vs. five;
https://aspredicted.org/zj87u.pdf).

Procedure and measures. Participants completed a product-eval-
uation task that was identical to Study 3 except in three aspects.
First, the target product was a smart mug that keeps hot bever-
ages at a certain temperature. Second, as the main dependent
measure, participants indicated their purchase likelihood on a
single item (1= “Definitely will not buy it,” and 7=
“Definitely will buy it”). Third, participants were asked to
write the thoughts they had as they watched the video
(adapted from Cacioppo and Petty 1981). On the ensuing
screen, we displayed the thoughts that participants had written
and asked them to code each thought as negative, neutral, pos-
itive, or irrelevant to the product and/or the video clip. Because
we theorized that the effect is due to increased attention and
processing of the product message when it is narrated by
more voices, we also asked participants to code each thought
by its type, that is, whether the thought was about the
product, the video, both, or neither (Chattopadhyay and Basu
1990). This allowed us to assess the effect of voice numerosity
on product-related responses, compared with prior speculation
that voice drives persuasion through greater focus on the narra-
tor but less focus on the product (Chaiken and Eagly 1983;
Grewal, Gupta, and Hamilton 2021). The same manipulation
check (of number of voices), demand check, and confounding
checks of involvement (α= .72) and mood (α= .93) were col-
lected. Finally, participants reported basic background informa-
tion (gender, age) and whether the video and audio track loaded
properly for the product-evaluation task, as in Study 3. We
describe the study in detail in Web Appendix G.

Results and Discussion
Preliminary analyses. Four participants closely guessed the hypothe-
sis (e.g., “how effectively one can be persuaded to purchase a product
from a Kickstarter promotional video which uses AI voice”); their
data were removed. All analyses were based on 187 observations.
The number-of-voices manipulation was successful (M1=1.05 vs.
M5=2.32; t(185)=11.04, p < .0001, η2= .40). Participants were
comparable in task involvement (F < 1) and mood (F < 1).

Purchase likelihood. An ANOVA of participants’ purchase like-
lihood for the product yielded a significant effect of number of

voices (t(185)= 2.17, p= .031, η2= .025) such that narration by
more voices increased participants’ purchase likelihood (M5=
4.17 vs. M1= 3.57). The counterbalancing was effective:
neither the voice (one-voice conditions; F < 1) nor the order
of voices (five-voice conditions; t(185)= 1.40, p > .16) affected
participants’ purchase likelihood.

Cognitive responses. Prior research on the elaboration likelihood
model has indicated that greater message processing may affect
the quality (valence) but not the quantity (number) of thoughts
listed (Petty and Cacioppo 1986). Thus, following prior
research (Cacioppo and Petty 1981; Chattopadhyay and Basu
1990), we used participants’ coding to compute the proportion
of favorable product-related cognitive responses (the extent of
positive responses, divided by the sum of positive and negative
responses). Higher values reflected a greater proportion of
favorable cognitive responses. Analysis of participants’ cogni-
tive responses showed a significant effect of number of voices
(t(185)= 2.09, p= .038, η2= .02). Participants’ thoughts were
more favorable toward the product when the product message
was narrated by more voices (M5= .60 vs. M1= .47).

Mediation. We conducted a bias-corrected mediation model
(PROCESS version 4.0, Model 4), with 10,000 bootstrap
samples as recommended by Hayes (2022). As shown in
Figure 3 and consistent with our theorizing, cognitive responses
significantly mediated the effect of number of narrating voices
(0= one voice, 1= five voices) on purchase likelihood, as the
95% CI for the indirect effect excluded 0 (95% CI= [.0051,
.6162]). The effect of number of voices became nonsignificant
when the mediator was added (β= .30, SE= .24, p= .21).

In summary, the findings show that the effect of number of
voices on purchase likelihood is mediated by favorability of
cognitive responses toward the product. The study extends
the findings in Studies 1 to 3 by providing direct evidence for
the role of product-related thoughts in driving the effect of
voice numerosity on purchase likelihood.

General Discussion
Marketers seek to maximize consumers’ attention to and process-
ing of messages in product videos and broadcast ads to increase
effectiveness of their communication. The present research
shows that persuasive power of a video can be enhanced when
its spoken narration employs more voices. Specifically, results
from four studies (plus validation and replication studies reported
in theWebAppendices)—including real-world data sets on crowd-
funding and video advertising—provide consistent evidence that
voice numerosity can improve consequential crowdfunding
project outcomes (pledged amount, number of backers, and
project success; Study 1), perceived advertising efficacy (Study
2), consumers’WTP for the target product (Study 3), and consum-
ers’ purchase likelihood (Study 4). The voice numerosity effect is
moderated by the rate of narration of themessage (Studies 1 and 2)
and consumers’ processing resources (Study 3); these moderators
relate to the opportunity and ability to process a persuasive
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message (seeMacInnis and Jaworski 1989).Moreover, the effect is
mediated by the favorability of cognitive responses toward the
product (Study 4). Testing two theoretically derived boundaries
of voice numerosity and measuring people’s cognitive responses
provided evidence for our conceptualization that consumers’ atten-
tion and processing underlie the voice numerosity effect.

The effect emerged in a wide array of categories, including 31
product categories on Kickstarter (under the Design, Games, and
Technology supracategories; Study 1) and 29 topics in online ads
(e.g., cars, clothing, environment; Study 2). The effect also gener-
alized across human voices (Studies 1 and 2) and synthetic voices
(Studies 3 and 4) conveying the message. We observed the voice
numerosity effect across diverse samples (consumers, MTurk par-
ticipants, and students) and settings (real-world marketplaces and
controlled experiments). The broad range of operationalizations
of voice stimuli, product categories, types of video marketing,
consumer samples, and consumption behavior shows the potential
generalizability of the voice numerosity effect.

These results contribute to the consumer behavior literature
in multiple ways. First, we add to the literature on the effect of
voice on consumer behavior (Dahl 2010), which has received
little research attention to date (Krishna and Schwarz 2014).
We concur with prior research (e.g., Chattopadhyay et al.
2003; Wang et al. 2021) that narrator voices can exert powerful
effects on consumer behavior. We add to the previous findings
by showing that the number of voices in video narration can
affect consumer behavior—despite myriad sensory signals—
through the central route of persuasion.

Second, we add to the literature on persuasive marketing
communications. Prior research has uncovered various ele-
ments that aid the design of communications through message
content or communicator characteristics (see Petty and
Cacioppo 1986), placing more emphasis on the effect of
visual features on consumer processing. Less research has
examined the manner in which the message is delivered, includ-
ing “the fascinating question of what roles audition may play in
marketing and the way that consumers process information”
(Meyers-Levy, Bublitz, and Peracchio 2010, p. 138). Our
research addresses this question and responds to recent calls
to study the effect of the evolving information environment
on consumer behavior (Simonson 2015), as well as to employ

advances in research tool kits to answer consumer-relevant
questions (Inman et al. 2018). Voice and multimedia are ubiq-
uitous in marketing, but research has been limited by methodo-
logical challenges in designing these stimuli for experimental
research (see Krishna and Schwarz 2014) and analyzing
unstructured multimedia data for empirical modeling (see
Grewal 2018). We demonstrate the use of machine learning
and NLP to overcome these challenges. These tools allow us
to (1) examine consequential dependent variables at scale,
leveraging new secondary data sources such as crowdfunding
data (Study 1) and online video advertising data (Study 2),
and (2) create multimedia materials for experiments, such as
synthetic voices in Studies 3 and 4.

Theoretical Elaborations and Directions for Future
Research
Intranarrator voice numerosity. As we aimed to provide an initial
test for the persuasive effect of voice numerosity, we focused on
voice variation among different narrators, in line with most
prior studies using spoken voice stimuli (e.g., Goldinger,
Pisoni, and Logan 1991). All else equal, our natural voices
are likely to vary more between narrators than within a narrator,
due to (1) the physical anatomy of narrators’ vocal tracts pro-
ducing sounds (Fant 1960), (2) their natural idiosyncrasies in
how they speak (Newman, Clouse, and Burnham 2001), and
(3) indexical information on their identity (e.g., age) and emo-
tional state (Belin, Fecteau, and Bédard 2004). We believe what
matters is message recipients’ subjective experience upon
hearing the voices conveying the message. It is possible for lis-
teners to perceive the same narrator’s voice to be different (such
as when a voice-over artist intentionally modulates their voice);
future research can assess whether (and to what extent) voice
changes within the same narrator would produce the effect.

Numerosity in other auditory and visual dimensions. One interest-
ing question is whether numerosity (or variation) in other audi-
tory or visual dimensions, among myriad sensory signals, can
generate a similar effect as voice numerosity. We suspect that
numerosity (or stimulus change) in other dimensions might

Figure 3. Voice Numerosity Mediated by Cognitive Responses (Study 4).
*p < .05.

**p < .01.

***p < .001.

Notes: The path coefficients are unstandardized betas. Value in parentheses is the effect of the independent variable on the DV after controlling for the mediator.
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not necessarily lead to message recipients’ increased attention
and processing. This speculation is consistent with the literature
on change blindness with visual stimuli (e.g., Rensink 2002;
Simons and Levin 1997), wherein studies document that
people often fail to notice even relatively large changes in
their visual scenes. In contrast, a change in voice can involun-
tarily capture attention (Cherry 1953), perhaps due to the signif-
icance of vocal stimulus and voice-preferential processing
(Charest et al. 2009). This speculation is consistent with our
empirical results using two real-world data sets. Among the
visual and audial variables, the findings show that only the
number of voices exerts consistent and significant effects on
all dependent variables (DVs) in all analyses across both data
sets. In contrast, numerosity in visual variables (e.g., number
of scenes, visual variation, presence of faces) did not always
replicate across analyses, nor did numerosity in other audial
variables (e.g., zero crossings, spectral entropy). Thus, while
we suspect that the effect might not necessarily generalize to
other forms of numerosity, we believe the findings present fruit-
ful directions for future research to circumscribe the conditions
in which numerosity in other audial and visual dimensions
influences consumer behavior.

Voice numerosity and other audial and visual dimensions. Another
interesting direction is whether voice numerosity might interact
with other dimensions such as image and/or text, akin to Li and
Xie’s (2020) study of fit effects between image and text in
social media posts. Although they did not find image–text fit
effects consistently across their Twitter and Instagram data
sets, future research can develop new theoretical frameworks
to explore potential fit effects between voice and other audial/
visual dimensions in today’s media-rich environment. Would
these image features interact with vocal features? Research is
needed to explore these interesting questions.

Auditory attention. One limitation of the present research is that,
although we theorize increased attention from changes in voices
narrating a product message, we did not directly measure audi-
tory attention. Unlike visual attention, auditory attention is
mostly independent of the position of the head and ears
(Scharf 1998). Thus, auditory attention is often identified by
measuring electrophysiological data such as electroencephalo-
grams (Alickovic et al. 2019). We believe more systematic
research is warranted to obtain further evidence on the role of
attention in voice numerosity. For example, future work can
use neuroscience techniques to study how hearing different
voices shapes consumer attention.

Relation to encoding variability. It is interesting to relate our find-
ings to research on sensory stimuli and cognition (i.e., how
recipients process stimuli). One such area is the broad
memory literature on encoding variability (Rose 1980;
Unnava and Burnkrant 1991) and its related hypotheses, includ-
ing levels of processing (Craik and Lockhart 1972) and distinc-
tiveness (Gallo et al. 2008; Hunt 2006). These hypotheses
center on encoding and retrieval factors that affect memory

performance. In particular, encoding variability holds that a
stimulus (such as a word or an ad) that is variably encoded in
repeated presentations can aid recall (Rose 1980; Unnava and
Burnkrant 1991). The levels-of-processing framework adds
that improved memory performance results from semantic
encoding (“deeper” processing) of the stimulus, which strength-
ens the stimulus’s memory trace (Craik and Lockhart 1972).
The distinctiveness explanation posits that it does so by
leading to more distinctive memory traces (Hunt 2006).

There are notable conceptual differences between these
memory frameworks and our work. First, prior studies on
encoding variability focused on the effect of repeated presenta-
tions (i.e., variation in encoding conditions) of a stimulus on
memory (Rose 1980). In contrast, we focus on the initial presen-
tation of the target stimulus on persuasion. Second, prior
memory studies on levels of processing and distinctiveness cen-
tered on the stimuli’s semantic content (e.g., a word; Gallo et al.
2008), that is, the semantic characteristics (e.g., “deeper” pro-
cessing of the meaning of a word; Craik and Lockhart 1972)
or semantic elaboration (e.g., number of semantic features of
a word; Hargreaves et al. 2012). In contrast, our research
focuses on the effect of a nonsemantic element (voices) of the
stimulus. In our experiments, the provided stimulus is identical
in all semantic aspects across conditions.

Relation to prior work on encoding of perceptual and semantic
information via audio. Prior memory studies have employed
spoken-voice stimuli to study the encoding of perceptual and
semantic information delivered by audio. Perhaps because
these studies aimed to uncover the basic memory process,
much shorter tokens were used as target stimuli (e.g., vowels,
phonemes, words; Goldinger, Pisoni, and Logan 1991; Martin
et al. 1989; Morton, Crowder, and Prussin 1971). Notably,
this literature has shown that findings from studies using differ-
ent forms of short tokens do not generalize when other forms of
tokens are used. For example, results from word-list studies fre-
quently do not hold for connected words or word pairs (Hunt
and Einstein 1981; see Unnava and Burnkrant 1991). In con-
trast, persuasive marketing communications—the focus of our
research—are typically much longer, in the form of meaning-
fully connected sentences (e.g., in our Studies 3 and 4, the
spoken message is over 200 words). We thus add to prior
work by showing that spoken narration, as a longer form of
spoken-voice stimuli, can exert a persuasive influence on
message recipients even in the presence of other visual and
audial signals.

Relation to the multiple-source effect. It is interesting to consider
how our research might relate to the effect of multiple social
sources in persuasion. The multiple-source effect refers to the
persuasive influence of having more social sources advocate a
counterattitudinal position (Harkins and Petty 1981, 1987). In
a typical study, student participants exhibited greater attitude
change in favor of a senior comprehensive exam when they
were explicitly informed that three students (vs. one student)
were promoting the exam. The effect is due to greater perceived
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information utility with more advocates (i.e., social sources); it
disappeared when participants were informed that the multiple
advocates belonged to the same source (e.g., same academic
committee; Harkins and Petty 1987). The multiple-source
effect is thus unlikely to account for our results. First, in our
studies, a persuasive message comes from only one source—
the brand or firm behind the product in the video—as is
typical in persuasive marketing communications. Second, in
our real-world data sets, the number of faces that appeared in
the videos (a visual cue for social sources) did not affect the
outcome measures. Third, in our controlled experiments, the
voice(s) conveying the message are machine-generated and
not from humans (i.e., social others). Future research can vary
social sources and voices orthogonally to assess whether they
would have an additive or multiplicative effect on persuasion.
Relatedly, does the video source moderate the voice numerosity
effect on consumers’ responsiveness to the product? We believe
these are fruitful avenues, and we encourage future research to
explore these questions.

Generalizability across various forms of communications. Although
our research focuses on two prevalent forms of video marketing—
product videos and video advertisements—we believe that the
phenomenon would be observed in other forms of asynchronous
communication. For example, a widespread (albeit different) form
of asynchronous communication for companies is an earnings
conference call, in which companies convey their financial
results to interested parties such as investors, analysts, and the
public, typically via webcast. In such a setting, would the voice
numerosity effect manifest in earnings conference calls and inves-
tor behavior? Future research can explore whether the nature of
communications matters for voice numerosity.

Managerial Implications
The Marketing Science Institute (2020) identified in its top
research priorities the need for approaches “to capture and
analyze non-structured data such as video, voice, and text in
order to improve firm communications and customer experi-
ence” (p. 9). Our research speaks to this issue. As video market-
ing continues to affect consumers’ purchase journeys, our
research offers recommendations on voice-over narration for
practitioners and architects of the consumer information envi-
ronment (e.g., user experience designers) to consider in design-
ing video communications. Current industry practice focuses on
the need for “a clear speaking voice” (YouTube Advertising
2019) that signals “authority” and “relatability” (Voices 2018)
but has yet to consider using number of voices as a strategic
design element (which was also revealed in our interviews
with senior executives). Our findings suggest that for more
difficult-to-comprehend product messages (e.g., said at three
words per second), it might be more effective to have just
one narrator. In contrast, for messages that are simple to com-
prehend (e.g., said at one word per second), it may be worth-
while to have multiple narrators, to leverage the voice
numerosity effect.
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